ME (CSE&SE)
QUESTION BANK    
MA 505 Mathematical Foundations of Computer Science
UNIT IV    LANGUAGES AND FINITE STATE AUTOMATA           

PART A

1. Define word, length of word, empty string.

      Word – A string of finite length of symbols of a vocabulary V is called a word or a  

      sentence over V. 

            Length of word – Number of symbols in a word is called the length of the word.

      Eg:  Given sentence is aab. The length of the sentence is |aab|=3.

      Empty string – The string containing no symbols is called empty string or empty word, 

      denoted by  λ or Є (read as Epsilon). 
2. Define grammar.

 
Grammar is used to generate the words of a language and to determine whether a word is 
      in a language or not. It is defined as G = {VN, VT, S, P} where

(i) VN is a finite set of non-terminal symbols of a vocabulary V

(ii) VT is a finite set of terminal symbols of V

(iii)  S is a special symbol of VN called start symbol

(iv)  P is a set of productions (grammatical rules) each of the form 
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 can be replaced by  
[image: image3.wmf]1

w

. 
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 must contain at least one non-terminal symbol, whereas 
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 can consist of any combination of non-terminal and terminal symbols. 
3. Define language generated by a grammar G.

The set of all words over the terminals of the grammar G = {VN, VT, S, P} that are derivable from the starting state S is called the language generated by G, denoted by L(G). Thus 
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4. Define Finite automata or Deterministic finite state automata

A finite state automaton (FSA), denoted as M = {S, I, f, s0, A} is an abstract model of a machine which consists of a finite set S of states, a finite input alphabet I, a transition function f that assigns a new state to every pair of state and input, an initial state s0, and a subset A of S consisting of accepting states or final states. If in a FSA, the transition function assigns a unique next state to every pair of state and input, then the FSA is called a deterministic finite state automaton (DFA).
5. Define the types of phrase structure grammar.

1. Type 0 grammar:  A grammar that has no restrictions on its productions. Also called unrestricted grammar.

2. Type 1 grammar:  A grammar in which every production is of the form w1→w2 where | w1| ≤ | w2| or of the form w1→(.
3. Type 2 grammar:  A grammar in which every production is of the form w1→w2 where w1 is a single non -terminal symbol. Also called a Context Free grammar.

4. Type 3 grammar:  A grammar in which every production is of the form w1→w2, where w1 is a single non -terminal symbol and w2 is a single terminal or a terminal followed by a non-terminal or of the form w1→λ. Also called a Regular grammar.
6. Define Non Deterministic Finite Automata.

A finite state automaton (FSA), denoted as M = {S, I, f, s0, A}is an abstract model of a machine which consists of a finite set S of states, a finite input alphabet I, a transition function f that assigns a new state to every pair of state and input, an initial state s0, and a subset A of S consisting of accepting states or final states. If in a FSA, the transition function assigns several next states to every pair of state and input, then the FSA is called a non deterministic finite state automaton (NFA).

7. Define Context Free Grammar.
A grammar in which every production is of the form w1→w2 where w1 is a single non -terminal symbol is called a Context Free Grammar.
8. Define a regular grammar.

A grammar in which every production is of the form w1→w2, where w1 is a single non -terminal symbol and w2 is a single terminal or a terminal followed by a non-terminal or of the form w1→λ is called a regular grammar.
9. Define ambiguous grammar.

      If a word in L(G) can be generated by more than one derivation of same nature – leftmost

      or rightmost, then the grammar is said to be ambiguous.

      Eg: S →aS/ Sa/ a

            S→ aS→aSa→aaa

            S→Sa→aSa→aaa

            S→aS→aaS→aaa

            S→Sa→Saa→aaa

           The word aaa is generated  4 derivation ways. Hence this grammar is ambiguous.

10.  Define Backus Naur Form

       BNF is another type of notation used to represent productions. BNF is used to specify 
the syntactic rules of many computer languages, instead of listing all productions separately.

       Example: Consider the productions:

                          A→ Aa

                          A→ a

                          A→ AB

       The BNF representation is as follows:

                   <A>::= <A>a/ a/a<A><B>

11. State the Pumping Lemma for regular sets.

            Let M = {S, I, f, s0, A} be a finite state automata. Let L be the regular language accepted by M. Let w ε L. Then there exists a constant m such that |w| ≥ m and it is possible to break w into three strings, w = xyz, such that y ≠ λ, |xy| ≤ m and xyⁿz ε L for each n ≥ 0.
12.  State the Pumping Lemma for context free language.
Let L be a CFL. If a string w ε L, then there exists a constant m such that |w| ≥ m and it is possible to decompose w as w = uvxyz with |vxy| ≤ m, |vy| ≥ 1 such that the string        uvn xyn z ε L for each n ≥ 0.
13. Define context sensitive grammar.
A grammar in which every production is of the form αw1β→αw2β is called a context sensitive grammar. 
14. Find the language generated by the following grammar.
G = {{S}, {0. 1}, S, P} where P={S(11S, S(0}
S(0

S(11S(110

S(11S(1111S(11110    etc

Therefore, L(G) = {12n0 / n(0}

15. Find the language generated by the grammar G= {{S, A, B}, {a, b}, S, P} where P is the set of productions {S (AB, S( AA, A( aB, A( ab, B( b}.
S(AB(aBB(abB(abb

S(AB(abB(abb
S(AA(aBA(abA(abab

S(AA(aBaB(abaB(abab
etc, 

Therefore L(G) = {abb, abab}
16. From the derivation tree of a word w in a context-free language L(G) find (i) w     (ii) terminals (iii) non terminals (iv) productions in G.
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          Solution:
(i) W = aababa
(ii) a, b

(iii) S, A, B

(iv) P = {S(aAB, A(aB, B(ba}
G = {(S, A, B), (a, b), S, P}

17. Explain how non deterministic finite state automaton differs from deterministic finite state automaton.
A finite state automaton (FSA), denoted as M = {S, I, f, s0, A} is an abstract model of a machine which consists of a finite set S of states, a finite input alphabet I, a transition function f that assigns a new state to every pair of state and input, an initial state s0, and a subset A of S consisting of accepting states or final states. If in a FSA, the transition function assigns several next states to every pair of state and input, then the FSA is called a non deterministic finite state automaton (NFA).
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