
NVIDIA GPU Computational Structures 
 

 We use NVIDIA systems as our example as they are representative of 

GPU architectures. Specifically, we follow the terminology of the CUDA 

parallel programming language above and use the Fermi architecture. 

 

 Like vector architectures, GPUs work well only with data-level parallel 

problems. Both styles have gather-scatter data transfers and mask 

registers, and GPU processors have even more registers than do vector 

processors. Since they do not have a close-by scalar processor, GPUs 

sometimes implement a feature at runtime in hardware that vector 

computers implement at compiler time in software. Unlike most vector 

architectures, GPUs also rely on multithreading. 

 

 A Grid is the code that runs on a GPU that consists of a set of Thread 

Blocks. Figure below  draws the analogy between a grid and a vectorized 

loop and between a Thread Block and the body of that loop. 



 

                                 Fig: Quick guide to GPU terms 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig: Mapping of Grid, Thread Block, and Threads of SIMD 

 

 



 suppose we want to multiply two vectors together, each 8192 elements 

long. We'll return to this example throughout this section. Figure 4.13 

shows the relationship between this example and these first two GPU 

terms. The GPU code that works on the whole 8192 element multiply is 

called a Grid (or vectorized loop). To break it down into more 

manageable sizes, a Grid is composed of Thread Blocks (or body of a 

vectorized loop), each with up to 512 elements. Note that a SIMD 

instruction executes 32 elements at a time. With 8192 elements in the 

vectors, this example thus has 16 Thread Blocks since 16 = 8192 _ 512.  

 

 


